Development and validation of a chemometric method for direct determination of hydrochlorothiazide in pharmaceutical samples by diffuse reflectance near infrared spectroscopy
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Abstract

This work developed and validated a new multivariate diffuse reflectance near infrared method for direct determination of hydrochlorothiazide in powder pharmaceutical samples. The best partial least squares (PLS) model was obtained in the spectral region from 1640 to 1780 nm, with mean centered data preprocessed by first derivative and Savitzky–Golay smoothing followed by vector normalization. This model was built with 4 latent variables and provided a root mean square error of prediction of 1.7%. The method was validated according to the appropriate regulations in the range from 21.25 to 29.00 mg of hydrochlorothiazide per 150 mg of powder (average mass tablet), by the estimate of figures of merit, such as accuracy, precision, linearity, analytical sensitivity, capability of detection, bias and residual prediction deviation (RPD). The concept of net analyte signal (NAS) was used to estimate some figures of merit and to plot a pseudo-univariate calibration curve. The results for determinations in powdered manufactured tablets were in agreement with those of the official high performance liquid chromatographic method (HPLC). Finally, the method was extrapolated for determinations in intact tablets, providing prediction errors smaller than ±9%. The developed method presented the advantage of being about fifteen times faster than the reference HPLC method.

1. Introduction

The combination of near infrared spectroscopy (NIRS) and multivariate calibration has emerged in the last decade as a promising alternative for the quality control of active pharmaceutical ingredients (API) [1–8], providing methods that are simple, rapid, non-destructive and of low cost. In addition, methods based on NIRS are environmentally friendly and solvent free, generate no chemical waste, may not require any sample pre-treatment, and provide sufficient accuracy and sensitivity with less human intervention. The development of these methods requires a robust calibration design that incorporates all the possible sources of variation, thus improving the quality control of the final product. However, in practice few quantitative NIRS methods are used for the determination of APIs in the quality control laboratories of the pharmaceutical industry. The main challenge is developing NIRS methods that meet the stringent requirements of this highly regulated industry [3]. In the last years, Brazilian and US Pharmacopoeias [9,10] have published general monographs about NIRS methods, but they have no monographs about multivariate methods for the quantification of specific APIs in pharmaceutical formulations. The most of the present regulation has been established based on chromatographic methods in a univariate way, such as the guidelines of ANVISA (National Health Surveillance Agency) [11], in Brazil, and ICH (International Conference on Harmonisation) [12,13]. Thus, these regulations should be harmonized in order to encompass the specific aspects of NIRS technology related to multivariate methods.

The main aspect of this harmonisation is the incorporation of the multivariate thinking in the traditional analytical validation. The requirement of total selectivity/specificity [11,12] should be eliminated for multivariate methods, since they are only useful when a selective variable/wavelength does not exist. The traditional calibration curves (signal as a function of analyte concentration) should also be not employed with multivariate methods. Some of these aspects have been discussed since about ten years ago [14], but the main concept that emerged in the last years is the net analyte signal (NAS). The NAS concept is an advance in the multivariate calibration theory that allows separating the information specific of the analyte from the whole signal, and can be used for estimating important figures of merit (FOM) in pharmaceutical applications. In addition, NAS
values of each sample can be used to represent multivariate models as pseudo-univariate curves, an easier and simpler manner to interpret them in routine analyses. Thus, this work aimed to incorporate the state of the art in the multivariate validation [15] for the development of a NIRS method for quality control of a hydrochlorothiazide (HCTZ) formulation by using diffuse reflectance measurements and partial least squares (PLS). In the context of process analytical technology (PAT), this method was developed for quantification in powder samples, but it was also applied on intact tablets.

Moreover, this method development adopted a robust strategy, including an experimental design, variable selection, data preprocessing and outlier detection. HCTZ, 6-chloro-3,4-dihydro-2H-1,2,4-benzothiadiazine-7-sulphanamido-1,2-dioxide [16], is a thiazide drug used for the treatment of hypertension, congestive heart failure, hepatic cirrhosis and some kidney diseases. It is a diuretic, which inhibits the ability of the kidney to retain water by increasing the excretion of sodium, chloride and, to a lesser extent, potassium ions. The official methods for HCTZ validation in pharmaceutical formulations are based on HPLC [9,10], but many other methods have been published, based on UV/visible spectrophotometry [17,18], chemiluminescence [19], capillary electrophoresis [20] and electroanalytical techniques [21,22]. Nevertheless, the majority of these methods have not been able to determine directly HCTZ in the presence of interferences, such as excipients, impurities and other active principles, demanding steps of separation and the use of reagents or solvents. The method proposed in this work provides a direct analysis of powder pharmaceutical samples and uses no solvent or reagent.

2. Multivariate analytical validation

2.1. NAS and pseudo-univariate calibration curves

The concept of NAS is useful in the development of NIRS methods. It can be defined as the part of the analytical signal uniquely related to the analyte or property of interest, which is orthogonal to the space of the interferences. This concept was first proposed by Lorber in 1986 for direct multivariate calibration methods [classical least squares] [23], but has found few applications until some years ago, when it was improved and extended to inverse multivariate calibration methods, such as PLS and PCR (principal component regression) [24]. A NAS vector, \( \mathbf{x}_{nas} \), is estimated for each sample \( i \) from the regression vector of a PLS/PCR model with A latent variables (LV), \( \mathbf{b} \), according to Eq. (1).

\[
x_{nas}^{i} = \mathbf{b} (\mathbf{b}^\top \mathbf{b})^{-1} \mathbf{b}^\top x_i
\]  

(1)

The NAS vectors can be used for qualitative analysis and the norm of each one provides a scalar \( \mathbf{n}_{nas} \), which is equivalent to a selective univariate analyte signal for each sample. A more complete theoretical description of NAS model can be found elsewhere [8,15,23,24].

The use of NAS is important in the analytical validation for estimating FOM, such as sensitivity, selectivity, and limits of detection and quantitation [15,23]. Moreover, it also allows presenting multivariate calibration models in a more interpretable way, through the pseudo-univariate calibration curves [26]. In the first step, \( \mathbf{x}_{nas} \) vectors are calculated for the calibration samples, and then a regression coefficient, \( \mathbf{b}_{nas} \), is estimated by a linear regression between a vector containing the scalar \( \mathbf{n}_{nas} \) values, \( \mathbf{n}_{nas} \), and the vector of the analyte concentrations (\( \mathbf{y} \)).

\[
b_{nas} = (\mathbf{n}_{nas}^\top \mathbf{n}_{nas})^{-1} \mathbf{n}_{nas}^\top \mathbf{y}
\]  

(2)

In the last step, the regression model is expressed as:

\[
y = b_{nas} n_{nas} + e
\]  

(3)

where \( e \) is a vector containing the residuals of the model.

2.2. Figures of merit (FOM)

The traditional regulation [11–13] prescribes that the validation of analytical methods for API content determination requires the estimation of the following FOM: specificity/selectivity (SEL), linearity, accuracy, precision and range. Limit of detection is not required for this type of method, but only for the quantification of impurities. Aiming at a complete multivariate analytical validation, this work also estimated sensitivity (SEN), analytical sensitivity (\( \gamma \), bias, capability of detection (CCD)) and residual prediction deviation (RPD). The SEL for multivariate methods is calculated as the ratio between the norm of the NAS vector and the norm of each spectrum. Since each sample presents a different SEL, an average value is used to characterize the method [15,25]. As mentioned in the Section 1, NIRS multivariate methods do not require signal resolution. Therefore, there is no sense in establishing a limiting SEL value. An alternative for evaluating specificity is the demonstration that the method is able to distinguish other components, such as impurities, degradation products or other active principles.

The precision and accuracy can be estimated in a similar manner for univariate and multivariate methods. In this work, precision was assessed at two levels, repeatability and intermediate precision. The accuracy can be evaluated through the relative prediction errors of the individual samples. However, the accuracy for multivariate methods uses to be also evaluated through parameters, such as RMSEC (root mean square error of calibration), RMSECV (root mean square error of cross validation) and RMSEP (root mean square error of prediction). Among these, RMSEP is the most robust parameter, because it is estimated from external validation samples. The linearity can be evaluated from the verification of the random behaviour of the fit residuals of a plot of reference versus predicted values. Once this random behaviour has been assured, the linearity can be expressed through the correlation coefficient (\( r \)) of this plot. Alternatively, the parameters of the pseudo-univariate calibration curve could be used to express linearity. However, it should be stressed that the value of \( r \) should be the same for both of these plots. The range is established by confirming that the method provides an acceptable degree of linearity, accuracy and precision when applied to samples in the range from 80 to 120% of the test content.

The SEN of multivariate methods is estimated as the NAS at unit concentration, which is equivalent to the following equation.

\[
SEN = 1/|\mathbf{b}|
\]  

(4)

where “| || |” indicates the Euclidian norm of a vector. A more useful FOM is the analytical sensitivity (\( \gamma \)), which is defined, by analogy with univariate calibration [27], as the ratio between SEN and the instrumental noise (\( \varepsilon \)). The instrumental noise can be estimated through the pooled standard deviation of a vector containing fifteen replicate spectra of the blank [15].

\[
\gamma = SEN/\varepsilon
\]  

(5)

The inverse of \( \gamma (\gamma^{-1}) \) provides an estimation of the minimum concentration difference that is discernible by the analytical method considering the random experimental noise as the only source of error, regardless of the specific technique employed.

The term bias evaluates the presence of systematic errors, and is defined as the difference between the limiting mean and the true value. It is calculated only from the validation set, according to ASTM [28]:

\[
\text{bias} = \frac{\sum_{i=1}^{n_v} (y_{i}^{ref} - y_{i}^{\text{pred}})}{n_v}
\]  

(6)

where \( y_{i}^{ref} \) and \( y_{i}^{\text{pred}} \) are the analyte concentration values of reference and predicted by PLS model, respectively, and \( n_v \) is the number of samples in the validation set. Standard deviation of validation errors (SDV) is
also calculated and used in a t test to determine if the validation estimates show a statistically significant bias.

\[
SDV = \sqrt{\frac{\sum (y_i - \bar{y})^2}{n_i - 1}}
\]  

(7)

The calculated t value (t = |bias| / SDV) is then compared to the critical t value with the adequate number of degrees of freedom, which is equal to \(n_i\).

The concept of CC\(\beta\), present in the ISO 11843–2 [29], has been extended for multivariate calibration by Ortiz et al. [30], according to Eq. (8), considering a calibration set without replicated samples.

\[
CC\beta = \frac{\delta_{\alpha,\nu}}{b_{cal} + \sqrt{\frac{\nu - 1}{\sum_{i=1}^{n_c} (y_i - \bar{y})^2}}} \left(1 + \frac{\beta^2}{n_c - 1}\right)
\]  

(8)

In this equation \(s(e)\) and \(b_{cal}\) are, respectively, the standard deviation of the residuals and the slope of the reference versus predicted concentration values curve, \(n_c\) is the number of samples in the calibration set, and \(\delta_{\alpha,\nu}\) is the parameter of the non-central t-distribution with probabilities \(\alpha\) and \(\beta\) and the number of degrees of freedom (\(\nu\)) equal to \(n_c - 2\); in this work, \(\delta = 3.328\) was used, corresponding to \(\alpha\) and \(\beta\) probabilities of 0.05 (95% confidence level) [31].

The residual prediction deviation or relative predictive determinant (RPD) [32,33] is the ratio of natural variation in the calibration or validation samples to the size of probable errors occurring during the prediction. The RPD represents how well the calibration model predicts a validation (SDcal) and validation (SDval) sets.

\[
\text{RPD}_{cal} = \frac{\text{SD}_{cal}}{\text{RMSEP}}
\]  

(9)

\[
\text{RPD}_{val} = \frac{\text{SD}_{val}}{\text{RMSEP}}
\]  

(10)

where SD is the standard deviation of the reference values for the calibration (SDcal) and validation (SDval) sets.

2.3. Detection of outliers

The detection of outliers is fundamental for developing good NIRS models. This work employed a robust procedure for outlier detection based on the identification of samples with extreme leveraging, large residuals in the spectral data or large residuals in the analytical concentration values [28,34]. The leverage, \(h_i\), is a measure of the influence of each sample on the model. Samples with \(h_i\) larger than a limit value (three times the number of LVs plus one, divided by the number of calibration samples) should be deleted. Outliers with high spectral data residuals are detected by comparison of the total standard deviation, \(s(e)\), with the standard deviation of each sample, \(s(e_i)\), related to the values of absorbance or \(\log(1/R)\) measured and predicted with A LVs [8,34]. If a sample has \(s(e_i) > 2 \times s(e)\), it should be deleted, at about 95% confidence level. Outliers with high residuals in the concentration values can be detected by comparing the RMSEC of the model with absolute errors of individual samples. If a sample has a difference between its reference value and its estimate larger than three times the RMSEC, it should be deleted.

3. Materials and methods

3.1. Apparatus and software

Spectra were recorded on a Foss NIRSystems 4500 Smart Probe Analyzer spectrophotometer (Silver Spring, USA), equipped with a diffuse reflectance accessory. The equipment was controlled and data were acquired using the Foss Vision 3.3.0.0 software package. Data were handled using MATLAB software, version 7.13 (The MathWorks, Natick, USA). The PLS routine came from PLS Toolbox, version 6.5 (Eigenvector Technologies, Manson, USA), and a homemade routine was also used for the detection of outliers. This last routine is compatible with both Matlab and Octave, and can be found in the supplementary material.

3.2. Reagents and samples

The target pharmaceutical formulation has 25 mg of HCTZ and the following excipient composition: microcrystalline cellulose, sodium croscarmellose, colloidal silicon dioxide, and magnesium stearate. All the chemical reagents were of analytical grade, purchased from certified suppliers and used without further purification. Powder samples were prepared by weighing with an analytical balance (± 0.0001 g), according to an experimental design.

3.3. Methodology

3.3.1. Experimental design

Ninety three powder samples were prepared according to an experimental design with three factors: HCTZ, cellulose, which is the main excipient, and other excipients (croscarmellose, silicon dioxide, and stearate), as shown in Fig. 1. The range of HCTZ content was varied from 21.25 to 29.00 mg per 150 mg of powder (the average tablet mass) in approximately equally spaced intervals, corresponding from 85.0 to 116.0% of the target content (25 mg). This range was chosen in order to cover from 90.0 to 110.0% (from 22.50 to 27.50 mg per tablet) of the HCTZ target content, which are the acceptable limits established by the Brazilian Pharmacopoeia [10] for this API content in this type of formulation. The mass of 25 mg corresponds to about 17% w/w of each produced HCTZ tablet. The other two factors were also varied according to the experimental design depicted in Fig. 1. In order to reduce the errors in the samples preparation, the weighted total mass of each sample was fixed in 30.000 g.

3.3.2. Procedure

The powder samples were prepared in amber glass flasks, manually homogenized and directly measured. The spectra were recorded from 1100 to 2500 nm (step 2 nm) as the average of 32 scans. During all the measurements, the laboratory temperature and the relative air humidity were controlled at 22–28 °C and 35–65%, respectively. Triplicates of samples at three HCTZ content levels (90.4, 100.3 and
110.2%) were also obtained for evaluating repeatability. These replicates were compared with other replicates obtained at these same three levels on another day by a different analyst for estimating intermediate precision. Fifteen spectra of the empty cell were recorded for estimating the instrumental noise.

3.3.3. Analysis of real samples
The developed method was applied to real samples in three different ways. Firstly, replicates of powdered tablet samples from three different batches were analyzed. Each sample was prepared by finely powdering twenty tablets in an agate mortar with a pestle. Secondly, ten intact tablets from the same batch were randomly sampled and directly analyzed with the diffuse reflectance accessory. All these previous results were compared with the reference HPLC method. Finally, replicates of powder samples under control were collected in the production line after the mixture step and before the compression to tablets. These samples were obtained from six different batches, during a period of three months, and analyzed.

3.4. Chromatographic analysis
The analysis with HPLC was based on the official method [9] and was carried out with a Perkin Elmer liquid chromatograph, series 200, with UV/Vis detection. An analytical C-18 column (250 x 4.6 mm, 5 μm) was used. The mobile phase was water/acetonitrile (9:1, v/v), adjusted with phosphate buffer at pH 3.0 ± 0.1. A flow rate of 2.0 mL min⁻¹ and detection at 254 nm were used. The powder samples were dissolved in acetonitrile, sonicated for 15 min, and passed through a 0.45 μm membrane filter. All the injections were repeated three times.

4. Results and discussion
4.1. Pure HCTZ spectrum
A diffuse reflectance spectrum of pure HCTZ powder is shown in Fig. 2. A qualitative analysis of this figure helps in highlighting the spectral regions that may most contribute for predictive models. The region below 1400 nm, associated with second overtone vibrations, do not present intense bands. First overtones of N–H stretchings were observed in the region between 1480 and 1620 nm, where the bands centered at 1518, 1552 and 1590 nm can be attributed to the three N–H bonds of the amino groups of HCTZ. First overtones of C–H stretchings were observed in the region from 1640 to 1780 nm, where the bands centered at 1664 and 1738 nm can be attributed to the aromatic C–H and aliphatic C–H (CH₂ of the non-aromatic ring) bonds, respectively. The most intense band at 2034 nm is associated with the primary amine N–H combination of stretching and bending, and another combination N–H band is present at 2173 nm. Combination bands of carbon bonds are observed above 2200 nm, with the intense band at 2246 nm attributed to the combination of stretchings of –CH and C=C [35].

4.2. PLS model
The spectra of all 93 prepared samples are shown in Fig. 3. They were divided into 56 for the calibration set and 37 for the validation set. The calibration samples were selected in order to ensure the representative and homogenous distribution of them in the HCTZ content range, according to the experimental design (Fig. 1). The very noisy spectral region above 2400 nm (Fig. 3) was deleted. NIR diffuse reflectance spectra of powder samples use to present non-linear baseline deviations, due to the multiplicative light scattering caused by the lack of homogeneity of the particle size distribution. These instrumental deviations are not related to the chemical sample composition and require the use of preprocessing methods. In this work, the most common preprocessing techniques used for NIR spectra [36] were tested: multiplicative scatter correction (MSC), standard normal variate (SNV), and first derivative with Savitsky-Golay smoothing followed by vector normalization. The number of LVs of the PLS models was chosen by contiguous block (with 7 splits) cross validation and the combination of first derivative, smoothing (11 points in filter and second order polynomial fit) and vector normalization provided the best model, with 5 LVs and a RMSEC of 3.0%. Models using MSC and SNV provided RMSEC values a bit higher with more LVs, seven in both cases. The chosen preprocessing aimed at compensating any change in experimental conditions and increasing the signal to noise ratio, stabilizing the model.

The results were optimized by testing local models on different regions, which were chosen based on the qualitative analysis of the spectrum of pure HCTZ, discussed on Section 4.1. According to this discussion, four spectral regions were tested, 1100–1400 nm (A), 1480–1620 nm (B), 1640–1780 nm (C) and 2000–2400 nm (D). Local PLS models were compared with the PLS model using the whole spectra and the best results were obtained for region C: 4 LVs and a RMSEC of 2.6%. Other spectral regions provided similar RMSEC values and higher number of LVs, such as 7 (B) and 8 (D), which is an indication of overfitting. Thus, the best PLS model was built with mean centered spectra preprocessed by first derivative/Savitsky-Golay smoothing/vector normalization in the region from 1640 to 1780 nm (Fig. 4), which is associated to the first overtones of the C–H stretchings of the analyte. This model accounted for 99.68% of the total variance in the X block and 97.31% in the Y block. Considering the chosen number of LVs (4), it was assured that the minimum necessary number of calibration and validation samples was used, in accordance with ASTM guidelines.
which prescribes $6 \times (\text{number of LVs} + 1)$ and $4 \times (\text{number of LVs})$ samples for the calibration and validation sets, respectively.

### 4.3. Detection of outliers

Following the selection of the spectral region, the PLS model was optimized using a procedure for detecting outliers based on the methodology described in Section 2.3. In this optimization, seven outliers were detected in the calibration set, and other seven in the validation set. The whole procedure is detailed in Table 1, which shows the changes of the RMSEC and RMSEP values. All of these models were built with four LVs. Fig. 5 represents the detection of outliers for the first model through the histogram of leverages and the plot of spectral versus concentration residuals, including the acceptance limits. It can be noted that for this first model four outliers were detected, based on their high residuals in Y. Considering the whole process (Table 1), ten more outliers (three in the calibration set and seven in the validation set) were detected, all of them based on their high residuals in Y. Therefore, the optimized PLS model used 49 calibration and 30 validation samples.

### 4.4. Analytical validation

Table 2 summarizes the parameters estimated for evaluating the main FOM of the developed method. The average accuracy can be evaluated through the parameters RMSEC, RMSEP and, mainly, RPD. The obtained RMSEP of 1.7% is below ±2%, the acceptable limits of accuracy commonly adopted for analytical methods in the pharmaceutical industry [37]. The correlation coefficient $r$ for the calibration samples are presented in Table 2, and the results are in accordance with the Brazilian regulations [11], which prescribes a maximum RSD of 5%.

The linearity of the method was evaluated by the residuals of the PLS model, which are shown in Fig. 6. It is possible to verify the absence of systematic trends in the residuals distribution, evidencing their random behaviour. Once the residual plot indicates that the linear model is a valid assumption, the fitting of a straight line to the reference versus predicted values can be used to estimate a correlation coefficient that can express the average agreement between the estimated and reference values. Nevertheless, this correlation coefficient cannot be assumed as a quantitative measurement of the linearity. The results of this fit for the calibration samples are presented in Table 2, and the obtained value, 0.9865, is in accordance to the Brazilian regulations [11]. Considering the linearity, precision and accuracy studies, the range of the method was established from 85.0 to 116.0%, corresponding from 22.5 to 27.5 mg of HCTZ per 150.0 mg of powder (one tablet).

The estimation of the method SEL was only possible with the application of the NAS concept, providing an estimative of the amount of the instrumental signal that was used by the calibration model for the determination of the analyte. Although SEL is an essential parameter for determinations with HPLC, in multivariate NIRS models it has no practical meaning for quality control, since low values of SEL can be obtained even with accurate results. The average SEL estimated for the method corresponds to 33%, indicating a reasonable overlapping of the interferences (excipients) in the HCTZ signal.

### Table 1

<table>
<thead>
<tr>
<th>Model</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>final</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of calibration samples</td>
<td>56</td>
<td>52</td>
<td>49</td>
<td>49</td>
</tr>
<tr>
<td>Number of validation samples</td>
<td>37</td>
<td>37</td>
<td>37</td>
<td>30</td>
</tr>
<tr>
<td>RMSEC (%)</td>
<td>2.0</td>
<td>1.9</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>RMSEP (%)</td>
<td>2.5</td>
<td>2.3</td>
<td>2.3</td>
<td>1.7</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Figures of merit</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>RMSEC</td>
<td>1.6%</td>
</tr>
<tr>
<td></td>
<td>RMSEP</td>
<td>1.7%</td>
</tr>
<tr>
<td>Precision</td>
<td>RSD repeatability</td>
<td>1.7%</td>
</tr>
<tr>
<td></td>
<td>RSD intermediate precision</td>
<td>2.2%</td>
</tr>
<tr>
<td>Linearity</td>
<td>Slope</td>
<td>1.02 ± 0.04</td>
</tr>
<tr>
<td></td>
<td>Intercept</td>
<td>$-2.01 \pm 3.6$</td>
</tr>
<tr>
<td></td>
<td>Correlation coefficient</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>85.0 to 116.0%</td>
<td></td>
</tr>
<tr>
<td>Selectivity</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>3.3 x 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>Analytical Sensitivity ($\gamma$)</td>
<td>0.9%</td>
<td></td>
</tr>
<tr>
<td>β</td>
<td>1.1%</td>
<td></td>
</tr>
<tr>
<td>CCJ</td>
<td>12.3%</td>
<td></td>
</tr>
<tr>
<td>Bias</td>
<td>$-0.267 \pm 1.729$</td>
<td></td>
</tr>
<tr>
<td>RPD</td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td>RPD validation</td>
<td>5.1</td>
<td></td>
</tr>
</tbody>
</table>

* Values for the line fitted to the calibration samples,

* Values expressed as the ratio between $\log(1/R)$ and %.
The SEN of the method was estimated as 0.00033. This value is not appropriate for comparison with other methods, since it depends on the analytical technique employed and the analysed matrix. Thus, γ was also calculated as 0.9%−1, based on the estimated instrumental noise, 0.00038. The inverse of γ, 1.1%, indicates the minimum concentration difference that the method can discern considering the random instrumental noise as the only source of error. The CC was estimated as 12.3%, indicating that the method is not able to estimate contents below this value. However, this method is adequate for its purpose, since the lower limit of the analytical range is about seven times higher than this CC. The bias was estimated as −0.267 ± 1.729 and a t test with 10 degrees of freedom showed that there are no significant differences between these results at 95% confidence level (estimated t values below the critical t value, 2.776).

Although the NIRS model was developed for determining HCTZ in powder samples, it was also tested on ten intact tablets from a single batch. These analyses were carried out without replicates and the results were compared with the HPLC method (Table 4). A paired t test with 10 degrees of freedom showed that there are no significant differences between these results at 95% confidence level (tcalc = 2.042). The individual prediction errors varied between −6.1 and +8.6%, and a RMSEP of 4.6% was calculated. These results are worse than those obtained for powder samples, but taking into account that they were obtained for samples in another physical form, they were considered reasonable.

Finally, the NIRS method was applied to powder samples obtained before the compression to tablets. These samples were considered under control, what means HCTZ contents between 95.0 and 105.0% of the official HPLC method (%). A Student’s t test with 4 degrees of freedom showed that there are no significant differences between the methods for all the three batches, at 95% confidence level (tcalc = 2.776). The results were plotted in way similar to a control chart (Fig. 8) and, as can be observed, all are considered in agreement with the expected values.

5. Conclusions

This paper developed and validated a diffuse reflectance NIRS method for direct determination of HCTZ in powder pharmaceutical formulations. This method has many advantages over the official HPLC and other alternative methods, such as low cost, simplified procedure, no need for reagents or solvents and no generation of chemical waste. However, its main advantage is the rapidity of the analysis. The time interval estimated for the whole chromatographic

\[
\text{HCTZ} = 3055.4 \|\text{nAs}\| + 2.6943
\]
analysis of real samples (accounting tablet powdering, solvents extractions, filtering, chromatographic runs and data treatment) was 88 min, compared with this same estimative for NIRS analysis (accounting tablet powdering, average spectra acquisition, data transfer and chemometric calculations), which was 6 min. Thus, the NIRS method was considered 15 times faster than the HPLC one.

The spectral region between 1640 and 1780 nm provided the best figures of merit in multivariate calibration model. A case study for the determination of quality parameters in the alcohol in- troduction, New York, USA, 2007.

Appendix A. Supplementary material

Supplementary data to this article can be found online at doi:10.1016/j.microc.2012.03.008.
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